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Figure 1: An example of our artwork. Specifically, we input only one natural image (top left) and utilize the higher knowledge
of CLIP model and generative process of diffusion model, to derive a set of images with natural transition. The final result is an
AI artwork (bottom right) that is associated from the original scenery, which mimics the traditional creative process of Chinese
calligraphy.

ABSTRACT
We present a machine learning-based interactive video installa-
tion powered by CLIP and diffusion models and inspired by the
concept of naturality in traditional Chinese calligraphy. The art-
work explores contemporary interpretations of this traditional con-
cept through practical methods in Artificial Intelligence Gener-
ated Content (AIGC). Technically, the algorithms are based on
state-of-the-art perceptual and generative models, incorporating
multi-dimensional controls over text-to-image and image-to-image
translation; conceptually, this real-time art installation extends the
discussion brought by Xu Bing’s pieces Book from the Sky and
Square Word Calligraphy. The project explores the possibility of
AIGC in bridging human creativity and natural randomness, as
well as a shifting creative paradigm enhanced by AI knowledge,
perception, and association.
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1 INTRODUCTION
This experimental art piece includes three sub-pieces with different
but echoing settings. By manipulating a diffusion model and con-
verting between different modalities, AI calligraphies are created
from human pieces or natural sceneries, and AI paintings are gen-
erated from human calligraphy. The creative process is animated
through frame interpolation and added with AI-generated audio
content.

In addition to exploring the latent interpolation between AI cal-
ligraphy, human pieces, and natural sceneries, we suggest that this
work is also connected with the creative and conceptual character-
istics of calligraphy in traditional Chinese contexts. Specifically, the
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emphasis on naturality lay in the creative mind state, artistic pre-
sentation, and spiritual pursuit of traditional Chinese calligraphers
and critics.

The setup of the installation and form of the results is a homage to
Xu Bing’s series of pieces, including Book from the Sky [1], Square
Word Calligraphy [2], and the recent Living Word [3]. Xu Bing
infuses his work with insights by differentiating between the form
(features of shape and basic units) and the meaning of Chinese
characters. We find that perspective still compelling in 2023, yet
involved with the impact from digital tools.

By leveraging AI art and AI originality in the creative process,
we want to manifest the concept of naturality in traditional Chinese
calligraphy, visualize its involvement in the generation pipeline,
and explore the possibility of AI in bridging natural imagery and
human artwork. From our perspective, such artistic implementation
not only furthers the exploration of human-AI collaboration in art,
but also provides an approach to reflect on Chinese calligraphy in
the digital age.

2 BACKGROUND AND MOTIVATION
2.1 Concept of Naturality in Traditional

Chinese Culture
Naturality is a metaphysical concept deeply embedded in traditional
Chinese culture and widely applied in different fields of art. From
as early as Zhou Dynasty (1046-256 B.C.), people began to evaluate
artistic pieces with nature-concerned descriptions as one of the
highest standards. For example, the most melodious and emotional
music is described as high mountains and flowing water (高山流水)
or the sound of nature (天籁之音); the great buildings and gardens
are embellished as walking firebirds and flying phoenixes (走鸾飞
凤) or ghost’s axe and a god’s workmanship (鬼斧神工) for their
ingenuity and spirituality; the body shape of renowned beauties that
are full of expressiveness and tension are complemented as elegant
as a startled swan (翩若惊鸿) and graceful as a wandering dragon
(婉若游龙); even the delicious food is referred to as delicacies of
the sea and the mountains (山珍海味).

Similarly, Chinese calligraphy has been embedded in such cul-
tural environments since an early stage. As the ancients gradually
became self-conscious about artistic aesthetics from around the
Wei dynasty (A.D. 220), concepts related to naturality became even
more popular for artists to pursue. On the other hand, the esteem
for naturality also constitutes part of a wholistic value system typi-
cal in ancient China, where the Harmony between Man and Nature
is a vital part. This explains the tendency for different art forms to
be closely linked and interpret each other, while nature is often the
essence, philosophical basis, and important reference behind them.

2.2 Concept of Naturality in Chinese
Calligraphy

In traditional Chinese calligraphy, the concept of naturality is also
deeply embedded in almost all the creation and evaluation pro-
cesses. From historical recordings by distinguished calligraphers
and influential critics, naturality is mainly manifested in the cre-
ative mind state of the artist, the target content and object of the
creation; as well as the artistic presentation of final results (e.g.,

stroke, shape, structure, lines). The first part is mainly manifested
in that the artist does not deliberately pursue elaborateness (期于
如此而能如此者，工也。不期如此而能如此者，天也。——傅
山《字训》) or peculiarity (诗不求工字不奇，天真烂漫是吾
师。——苏轼《黄州寒食诗帖》) because they view randomness
and unpredictability as a vital part of calligraphy aesthetics (人
人细问此中妙，怀素自言初不知。——戴叔伦《怀素上人草书
歌》). Some calligraphers are known for drinking before creation
(张旭三杯草圣传,脱帽露顶王公前,挥毫落纸如云烟。——杜甫
《饮中八仙歌》), others prefer to get immersed in an (imagined)
natural environment (每静室僧趺，忘怀万虑，与碧虚寥廓同
其流。——米友仁《米元晖画题》). In either way, it helps the
creative subject forget about conventions (欲书先散怀抱，任情
恣性，然后书之。——蔡邕《笔论》), get rid of apprehension(以
其意不在书，天机自动，往往多入神解。——王澍《论书剩
语》), and seek inspiration from the original state (必使心忘于
笔，手忘于书，心手达情，书不忘想，是谓求之不得，考之
即彰。——王僧虔《笔意赞》).

On the other hand, the content and shape of calligraphy works
are expected to be a mimicry of nature. For example, in traditional
specifications and theoretical tutorials, single strokes were often
compared to clouds, vines, or thunders (“横”如千里阵云，“竖”如
万岁枯藤，“捺”如崩浪雷奔。——卫夫人《笔阵图》); some cal-
ligraphers described the running script as crawling beasts, fighting
birds, and cunning rabbits (兽鸟，志在飞移；狡兔暴骇，将奔未
驰。——崔瑗《草书势》); others commented on outstanding his-
torical works with dew, stone, snake, and other natural imageries
(观夫悬针垂露之异，奔雷坠石之奇，鸿飞兽骇之资，鸾舞
蛇惊之态，绝岸颓峰之势，临危据槁之形。——孙过庭《书
谱》). Meanwhile, when facing outstanding calligraphy works
with unwavering reputations, the commenters typically not only
evaluate from an ontological perspective but also focus on man-
ifesting the artist’s state of creation and the spiritual pursuit (粉
壁长廊数十间，兴来小豁胸中气。忽然绝叫三五声，满壁纵
横千万字。——窦冀《咏怀素草书》), which converges to the
consistency between calligraphy, human, and nature. In this re-
spect, there is a gradual shift in perception from human calligraphy
originated from and guided by nature (夫书肇于自然。——蔡邕
《九势》) to the re-creation of nature by human practice (蔡中郎
但谓书肇于自然，此立天定人，尚未及乎由人复天也。——刘
熙载《书概》), which also reflects the change of artistic concept
due to the development of socio-economic productivity.

2.3 Motivation
Compared to other artistic forms, calligraphy is purer in its content
and less affected by pioneering concepts or artistic movements.
Calligraphers are thus comparatively conventional, with less influ-
ence from contemporary Western aesthetics or experimental forms.
However, according to the discussion above, a large proportion of
distinguished historical or contemporary artists are willing to push
forward the field by introducing variations and breaking away from
rigid stereotypes. On the other hand, the primary goal of computer
engineers is to fit AI with domain knowledge to better perform
traditional tasks. However, such a process is driven by futuristic vi-
sions and cutting-edge tools, and the creative power is both learned
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from human pieces and generated with random inputs. Such corre-
spondence creates a conversational relationship and presents a gap
that may be filled with state-of-the-art AI technologies. Meanwhile,
nature is the relentless inspiration for naturality and randomness,
and can possibly bridge these two concepts.

Moreover, naturality also indicates a procedure that fuels inspira-
tion by introducing variations to the creative process. By referring
to existing artistic practices such as fractal art, we may view algo-
rithmic randomness and subjective unpredictability as respective
conceptual counterparts in AI and art. From our perspective, natu-
ral imageries and sceneries can also serve as a bridge between the
artistic perception of naturality and the computational concept of
randomness.

Furthermore, as audiences and researchers, we are constantly
eager to see from the eyes of artists. Also, based on the value system
and evaluation criteria in historical times, we wonder if we can ap-
ply current AI technologies to modify ordinary works and facilitate
approaching such aesthetic realm. Finally, we want to mimic the
artist’s understanding and interpretation of natural sceneries, to
derive a calligraphy work from an input image.

3 RELATEDWORK
In this part, we discuss current AIGC technologies and their perfor-
mance in calligraphy-related tasks (e.g., calligraphy generation and
recognition). By evaluating existing methods and giving a clear def-
inition of our target tasks, we filter out the state-of-the-art models
most relevant to our goal for further experiments and reference.

3.1 Generation Task
In this project, we want to generate images from both historical
pieces and calligraphy-related text descriptions. Such procedures
mainly concern two basic tasks in AIGC: text-to-image conver-
sion and image-to-image translation. In computer science, the for-
mer indicates generating corresponding images with text as the
only or basic input; and the latter is a term proposed by Isola et
al. [20], describing the process of translating an image into differ-
ent representations (such as depth, façade, and edge map). These
two approaches also represent two primary types of AIGC: uni-
modal and multimodal (cross-modal) generation [11]. As described
in [8], methods in this field commonly follow a unified paradigm
that incorporates representation learning and regeneration learn-
ing [39], with encoder-tokens-decoder as the basic framework. In
2021, Radford et al. proposed Contrastive Language Image Pre-
training (CLIP) [30], which jointly trains an image encoder and a
text encoder to predict the correct pairings of training examples.
Such approach successfully constructs an aligned latent space and
greatly facilitates content generation across different modalities.
Combined with other advanced tools (e.g., Diffusion models), users
are able to achieve impressive generative results.

3.2 Methods and Tools
The methods and tools of AI-Generated Content (AIGC) in the
field of artificial intelligence have seen significant advancements
in recent years [11]. Based on previous task analysis, we summa-
rize those in the field of image generation and categorize them by
different technical approaches.

Generative Adversarial Networks (GANs) [16] have been widely
used for image generation. A GAN consists of a generator and a
discriminator. The generator transforms random noise into new
samples, while the discriminator distinguishes between real and
generated images. GANs have been applied in various domains,
including image restoration, style transfer, super-resolution, and
image synthesis [14]. However, early GAN models had limitations
in user control and image quality. To address these issues, Condi-
tional GANs (CGAN) [25] were introduced to incorporate attribute
information into the generator and discriminator. Furthermore, im-
provements such as applying convolutional neural networks (CNN)
to GANs [31] have enhanced the stability and quality of generated
images.

Text-to-image conversion using GANs was first proposed in
2016 [35]. Subsequent innovations in this field focused on network
structure, text encoding, and datasets. StackGAN [46] introduced
a two-level GAN with attention mechanism for generating high-
resolution images. AttnGAN [44] utilized attention modules to
focus on relevant words in natural language descriptions. Other
models borrowed ideas from network architectures such as cyclic
architectures [29] and style-driven approaches [21].

Auto-encoder-based methods, such as Variational Autoencoders
(VAEs) [22] and VQ-VAE [40], have also been employed for im-
age generation. Auto-encoders encode input data into a lower-
dimensional representation and decode it to generate similar data.
VAEs consider mean and standard deviation, while VQ-VAE uses
discrete hidden variables. These methods have shown progress
in image generation, sketch generation, and 3D point cloud re-
construction. Other methods like Neural Representation [17] and
Reinforcement Learning [15] have demonstrated the ability to gen-
erate sketches and collaborate with computer drawing programs.
Additionally, the use of large-scale pre-trained models like Google’s
Vision Transformer (ViT) series [12] has been explored for image
generation.

In recent years, diffusion model [18] based on Langevin dynam-
ics has gained popularity in the field of image generation. This
model has shown significant improvements in generating high-
quality images, especially after incorporating conditions and other
enhancements. Various diffusion model-based approaches have
emerged, focusing on semantic segmentation [9], point cloud pro-
cessing [50], and video generation [19], etc. The diffusion model
has also been integrated with models like VAE, GANs, and CLIP to
achieve better results in AI painting.

Beyond 2D content generations, AIGC has expanded to include
3D and motion generation as well as rendering and camera path
planning [41]. Text-to-3D generation [28] and 2D-to-3D conver-
sion [33] have been explored, leveraging larger models and compu-
tational power. Motion and animation generation methods include
text-based [38] and single-image-based [42] approaches. Rendering
tools are utilized for different applications [24], lighting condi-
tions [23], and artistic styles [48]. These advancements have also
enabled automatic correction of photographs, high-resolution im-
age conversion, stylization, video animation, etc.

Overall, AIGC in art has benefited from GAN-based methods,
auto-encoder-based methods, and the diffusion model. Nowadays,
the field is matching towards Large Language Models (LLM) such as
ChatGPT [10] and AutoGPT [5]. These approaches have contributed
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to the generation of high-quality images, sketches, 3D models, and
animations, opening up new possibilities for artistic expression and
creativity.

4 METHODOLOGY
4.1 Design Choices and Decision
Based on the previous analysis, we view CLIP and diffusion model
as the most appropriate method for image generation. For one thing,
the CLIP model is pre-trained on 400 million (image, text) pairs in-
cluding calligraphy as one of the queries [30] and can be fine-tuned
to domain tasks. For another, within the generation procedure, out-
put randomness can be achieved by controlling the random seed
and noising-denoising steps, which caters to our expectations for
AI creativity and originality.

We further investigate current diffusion models with state-of-
the-art performance in different contexts. The first tier of diffusion-
based commercial products includes DALL-E-2 [32] by OpenAI,
Dreamstudio [36] by Stability.ai, and Imagen [37] by Google. In
the field of art, Midjourney [4] achieved impressive results and
significantly influenced the art field. There are also some models
specifically adapted for the Chinese community, such as ERNIE-
ViLG [13] and Taiyi-stable-diffusion [47]. However, our experiments
show that they performed comparably to stable diffusion (v1.4) for
Chinese calligraphy generation tasks.

On the other hand, as the noising and denoising results by step
are still overly discrete, we want to add transitions and animations
to better demonstrate AI perception. Besides this, we also want to
combine background music to create a more immersive experience.
Thus, we add a frame interpolation module and an image-to-music
module to our final pipeline. To the authors’ knowledge, there are
many notable works in Frame Interpolation including SoftSplat [26],
ABME [27], and FILM [7], and the latter achieves the most impres-
sive results. Also, image-to-music is currently based on and related
to image-to-text, text-to-audio, and other generative tasks. To com-
bine the advantages of different models, we break it down into a
two-step approach. We first conduct image-to-text conversion to
leverage the powerful knowledge of CLIP. The text embeddings are
then fed into a diffusion model for text-to-audio generation. In this
way, we derive audio scripts from an input image with controllable
length and style.

4.2 Approach Outline
Figure 2 illustrates the principle of diffusion model. By initializing
from a random seed, the system go through an iterative noising
and denoising process to gradually approach the generation target.
As the input image and text prompt are fixed, the output is mainly
influenced by the choice of different random seeds and the number
of iteration steps. Accordingly, we leverage random seed as the
source of randomness and richness of results, and iteration step to
unveil the process of AI perception.

On the other hand, we also tested and compared the perfor-
mances of different diffusion models mentioned in subsection 4.1
(Figure 3). Since the results did not differ significantly, we finally
chose the most widely used stable diffusion (v1.4) for further ex-
periments. Finally, we supplement the system with other AIGC

Figure 2: The principle of diffusion model and an example.
We leverage the two parameters: random seed (green box)
and iteration step (red box) to achieve different results.

Figure 3: Comparison of Chinese calligraphy generated by
different diffusion models: (a) Disco Diffusion; (b) Stable Dif-
fusion; (c) Taiyi-stable-diffusion. We find the latter two have
comparative performance.

Figure 4: Traditional and contemporary conceptual
paradigms of Chinese calligraphy creation. (a) Traditionally,
the two major subjects are human and nature; (b) a possible
approach with AI as a third component in the creative
process. One-way arrows represent evolution and two-way
arrows represent collaboration.

networks, including frame interpolation and image-to-audio con-
version. The aggregated pipeline is displayed in Figure 4.
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Figure 5: Calligraphy as daily writing technique and an art
form. (a) Summary of Political Series, an ordinary copybook
by literati; (b) Cold Food Observance by Su Shi, known as the
Third Greatest Lines of Writing in the World.

5 EXPERIMENTS AND RESULTS
Our experiments are majorly comprised of three different settings.
In the first part, we use AI models to introduce deformation into
human calligraphy pieces, to enhance variations within fixed shapes
and rigid artworks. In the second part, we apply different levels of
modification to single characters, to mimic natural concepts either
in features or forms. Finally, we intend to realize the conversion
of artistic expression from a natural image to calligraphy work, to
recreate a creative process. In each experiment, the text prompt
guiding the diffusion processes is “Chinese calligraphy." We also
attempt to gradually alter the content and interpolate between steps.
From our perspective, it is a way of showing expression consistency
and utilizing different levels of AI knowledge.

5.1 Human and AI: Variation from Pseudo
Randomness

The first set of experiments is inspired by the evaluation standard of
traditional calligraphy, in the conversational context between ordi-
nary copybooks and masterpieces. Before the invention of movable
type, the main way to disseminate textbooks was by handwriting.
As a result, there were many positions responsible for copying
books at the court and in society before the Song Dynasty (around
A.D. 1050). In consideration of speed and readability, they usually
used lowercase letters, with little variations and innovations in the
process. Despite this, calligraphy also existed as an art form, and
the works of famous calligraphers were widely spread, studied, and
sought after (Figure 5).

It is interesting to consider the factors that distinguish these two
writing styles, which also concern the essence of artistic creations.
Based on popular discourses of that time (subsection 2.2), we view
that the manifestation of naturality has a surpassing contribution to
the achievement of calligraphy works, beyond basic technical pro-
ficiencies. It thus becomes our goal to introduce random variations
into ordinary human pieces.

Figure 6: Experiment 1. (a) By controlling the iteration step
(from right to left: 0, 5, 10), we introduce variations to rigid
copybooks; (b) we select some fixed fonts and use similar
methods to modify them (each series from right to left: 0, 4,
7, 10). It is a process of interpolating between human callig-
raphy and AI calligraphy.

To achieve this, we use the original image of calligraphy work
and calligraphy-related prompts as inputs, control the number of
noising-denoising steps, and record the outputs from the diffusion
model. An example result is shown in Figure 6-(a). Beyond histor-
ical pieces, we also want to apply similar methods to introduce
variations to standard contemporary fonts (Figure 6-(b)). We view
that the sequence from right to left not only represents the writing
order of Chinese calligraphy but also symbolizes the evolution of
human civilization and the gradual replacement of humans by AI.
On the other hand, it indicates that human and AI are not separate,
they may understand and complement each other. Also, there may
be ways to combine human conventions and AI innovation, to help
contemporary calligraphers push through the border.

5.2 Human and Nature: Figuration through
Natural Concepts

The second set of experiments focuses on connecting the two sub-
jects of human and nature, with the assistance of AI. Our primary
goal is to utilize the higher knowledge of CLIP models, to generate
images with consistent meaning from specific characters. How-
ever, our experiments show that such method can also be applied
to modify the shape features of words when implemented with
fewer steps. Thus, we conclude the two functions of association
and modification into figuration, a process of deriving figurative
images from abstract characters.

The experimental setting is similar to subsection 5.1, despite
the text prompt is related to the actual meaning of input charac-
ters. Meanwhile, we majorly control the iteration steps in low-level
modification and random seed in high-level association, to guar-
antee coherent transitions and diverse outcomes. Figure Figure 7
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Figure 7: Experiment 2. From single characters, we conduct
low-level modification by controlling iteration steps (top
left, from left to right: 0, 5, 10) and high-level association by
setting different random seeds (others). In each series, the
word on the left indicates the character’s meaning and is
used as a text prompt. Different numbers indicate different
writing styles of the same character.

displays the results of respective experiments, which grants differ-
ent weights in interpolating between the shape and meaning of
characters. Such attempts treat AI as an imaginative tool and source
of inspiration. With its help, we may be able to recreate certain
imageries or wholistic ideascapes from calligraphy to see from the
eyes of calligraphers.

5.3 Nature and AI: Originality without Human
Masterpiece

Based on the previous experiments, our final goal is to generate a
calligraphy artwork from an image, to mimic the creative process
of humans. In doing this, we select images of natural sceneries
and feed them directly into the diffusion model. We then guide the
CLIP model by entering calligraphy-related prompts. Finally, we
set different iteration steps and record the process of generation.

Figure 8 demonstrates both a successful and a failed result. The
major difference lies in the style and genre of the input image. We
conclude that the CLIP model follows a similar perceptual pattern
to humans. The latent space of the model acquires the semantic
correlations between calligraphy and ideas such as idyllic land-
scapes and traditional Eastern paintings, which demonstrate our
successful collaboration with AI models.

Finally, we would like to incorporate animation and interaction
into the model. The former refers to interpolating between dif-
ferent steps with AI model, and the latter indicates creating an
immersive experience for human savoring. Specifically, we want
the scene to change with human involvement, to convey more
philosophical meaning. By implementing an object detection mod-
ule, the scenery will turn into calligraphy when someone walks
past. Figure 1 displays an example of the transition process and
final outcome. Artistically speaking, the sequence from left to right
aligns with both the order in which the work is generated, the order
in which people walk by, and the order in which the scenery is
gradually transformed into calligraphy.

Figure 8: Experiment 3. A successful (a) and a failed (b) ex-
ample of generating Chinese calligraphy. Although we input
the same text prompt, corresponding outcome can only be
achieved under certain images. This indicates possible align-
ment of human understanding and AI perception.

To summarize, we leverage the three components of human,
nature, and AI in Figure 4. Each experiment focuses on bridging
two of these three subjects, with the intervention of the third one.
By doing this, we want to demonstrate the indivisibility of these
realms, both technically and conceptually.

6 INSTALLATION
Based on the above image-based, text-guided generation results,
we first conduct frame interpolation to derive a set of videos with
smooth transitions. We follow the setting of FILM which processes
each adjacent pair of images separately and connects them into a
coherent video clip. For the interactive installation, we researched
relevant human detection methods including face or motion fea-
tures, body appearance, and deep learning-based modules [6], and
decided on using You Only Look Once (YOLOv8) [34], a lightweight,
fast model for target recognition. Specifically, we incorporate the
module into all three settings in section 5. The image on the inter-
active interface stays in its nature state by default, and once people
approach it transforms into the corresponding human state, the
procedure of which is generated and interpolated by AI. In this
way, we manage to place these three concepts and artistic realms
into a conversational environment, to bridge either two of them
with inspiration from the third one. Based on audience feedback,
we selected some impressive visual effects and display them in Fig-
ure 1, Figure 6, Figure 7, and Figure 8.

7 DISCUSSION
7.1 Contributions
In this artwork, we attempt to approach spiritual naturality with
natural inspirations, AI understandings, and computational ran-
domness, in the specific field of Chinese calligraphy. To realize this,
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we connect state-of-the-art technologies with traditional under-
standings and design three interrelated experiments to externalize
the process. Our results show that the knowledge of the CLIP model
is to a large extent consistent with that of human, and diffusion
model is able to introduce variation, figuration, and artistic creation
into human and natural pieces. The generative process also indi-
cates potential revolutions in the calligraphy creation paradigm and
brings about new possibilities to use AI in learning and mimicking
the naturality that calligraphers pursue.

On the other hand, unlike some previous works that introduce
only a single dimension (such as emotion [45]) or several dimen-
sions (such as style and structure [43]) into the calligraphy gen-
eration control, we are able to think about naturality in a more
ontological way, to perceive variation as an object. Although the
diffusion results lack clear guidance or precise control, they open
up more space in directly processing the shape of characters, the
features on paper, and the form of expression. By interacting with
the installation, audiences are also involved in the discussion of
content creation being revolutionized by advanced technologies
and engaged in the reflection of calligraphy as a creative art form
in the digital age.

7.2 Implication
Beyond the collaboration of human, nature, and AI, our installation
and results have led to more discussions in the field of aesthetic
appreciation and philosophical principles.

Just as the motivation proposed in subsection 5.1, naturality con-
cerns the standards for beauty, creativity, and artistic value. In the
contemporary context, these concepts are always in conversation
with philosophical realms such as truth and goodness. From a de-
constructionist perspective, the mainstream professional standards
are also constantly challenged in their inconsistency with public
intuition.

We conducted a set of comparative studies with our installation
by controlling the variable of professional training. Specifically, we
recorded different people’s backgrounds in art, especially callig-
raphy, and asked whether they prefer the ordinary copybooks or
masterpieces shown in Figure 5. The results show that people not
professionally trained in calligraphy tend to prefer the copybook
which they describe as “neat” and “graceful”. However, those famil-
iar with Chinese calligraphy almost unanimously choose the latter:
the Third Greatest Lines of Writing in the World. Their comments
vary from “spirituality” and “unrepeatability”, to “untouchedness”
and “true self”.

We believe that the results of this experiment reflect the aesthetic
enhancement that artistic training brings, which makes people
more inclined to appreciate a piece of artwork from the spiritual
perspective and more willing to empathize with the creator. On
the other hand, just as one participant mentioned, naturality itself
somewhat constitutes a paradox, “in the pursuit of a realm that
does not deliberately pursue anything.” Perhaps this is also what
renders the concept with prolonged and relentless fascination.

7.3 Future Work
As we mentioned in the previous sections, the installation opens up
some possibilities and spaces for further discussion. In this part, we

summarize some potential approaches for technical improvements
and ideas for artistic extensions.

From a technical standpoint, there are some advanced theories
and tools that may be applied to our idea. For example, the original
work of image-to-image translation [20] inspires us to incorpo-
rate different representations (e.g., black and white, contours, or
skeletons) to the generation process; the recently proposed Con-
trolNet [49] enables us to experiment on an all-in-one platform;
we may also leverage relevant sub-tasks of image processing, such
as inpainting and outpainting, to derive more diverse outcomes.
Despite this, there are still limitations in existing tools to gener-
ate high-quality, meaningful Chinese calligraphy compared with
human works.

Also, as our system incorporates generating images from writ-
ten characters, we may consider different forms of input. Chinese
calligraphy has undergone a development process in which the
degree of hieroglyphics gradually diminished. Some earlier scripts
such as Oracle and bell-cauldron inscription retain more practical
features of the referred object. By converting them into correspond-
ing images, we may retrieve the intended shape and forms, which
is a process of “reversed” textual evolution. (Similar to the Living
Word by Xu Bing [3]) It may also benefit some domain tasks such
as inferring the meaning of ancient scripts.

On the other hand, our generative results include both individual
imageries and holistic sceneries, with a lack of focus on the compo-
sitional process. It is worth thinking about how the concatenation
and repetition of different characters form an integrated calligra-
phy work, and recreate the process artistically. We may borrow
the concepts of imagery and ideascape from traditional Chinese
paintings to facilitate such exploration.

From an artistic perspective, the conversation between effective
meaning and aesthetic naturality is part of the dialectic between
conformity and variation in art. Just as we mentioned in subsec-
tion 2.3, Chinese calligraphy is a comparatively conservative art
field, where people typically place heritage and legacy over inno-
vation. Accordingly, is there a uniform paradigm that may be cal-
culated or visualized, where we can base the targeted randomness
and unconformity? Can we solve the problem holistically or start
from the basic parts such as single strokes or certain characters?

Finally, since Chinese calligraphy highlights the balance of in-
heritance and innovation, smoothness and change, it’s important
that we think about such thresholds and boundaries in the field.
Specifically, we may consider the standards between artistic in-
novations and meaningless trials, which leads to another set of
questions: How to judge rationale and constructive innovation?
What is our standard? How to choose an appropriate standard? It’s
worth mentioning that such standards might also be discussed in
different contexts, such as public or professional standards, con-
tent or aesthetic standards, human or AI standards, etc. From our
perspective, it might be meaningful to compare and combine com-
putational metrics and results from user studies, to facilitate the
effective synergy between human, nature, and AI.

8 CONCLUSION
The aim of Naturality is to bridge human and nature, the two
major components in the calligraphy creation process, with the help
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of state-of-the-art AI technologies. In traditional Chinese culture,
naturality is an important artistic concept and spiritual realm. In
calligraphy, it also symbolizes the distinction between daily writing
techniques and a form of art. Through three sets of interrelated
experiments and an interactive installation, we introduce AI as a
third subject in contemporary calligraphy creation, demonstrate its
capability in human-like perception, modification, and association,
and discuss its possibility to facilitate achieving the pursuits of
ancient calligraphers.

As a traditional and conservative art form, Chinese calligraphy
is also facing the influence of perceptual and generative AI models
in the digital era. Some contemporary artworks have explored the
separation between form and meaning or dissolved the boundary
between character and image, which manifests an ongoing para-
digm shift. By experimentally engaging AI models in the whole
creative process, we look forward to introducing more possibili-
ties and discussions to AI-generated Chinese calligraphy, to push
forward the aesthetic boundaries and edges of this field.
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