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Figure 1: XR film shooting set with AI-generated environment in campus.

ABSTRACT
This paper explores the concept of expanded cinema and its re-
lationship to extended reality (XR), focusing on the potential of
artificial intelligence (AI) to expand and extend expressive possibil-
ities. Expanded cinema refers to experimental film and multimedia
art forms that challenge the conventions of traditional cinema by
creating immersive and interactive experiences for audiences. XR,
on the other hand, blurs the line between physical and virtual reality,
offering immersive storytelling experiences. Both expanded cinema
and XR aim to push the boundaries of traditional norms and create
immersive experiences through the integration of technology, in-
teractivity, and cross-sensory elements. The paper emphasizes the
role of AI in optimizing 3D scene creation for XR and enhancing
the overall experience through a case study. It also presents several
AI-based techniques, such as generative models and AI-assisted
rendering, that facilitate efficient and effective 3D content creation.
Additionally, it explores the use of AI plugins in 3D modeling soft-
ware and the generation of 3D models and textures from 2D images
using techniques like GANs and VAEs. The incorporation of AI
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to extend and expand opens up new possibilities for immersive
experiences in the future.
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1 INTRODUCTION
In audio-visual media, traditional storytelling methods typically
seek to elicit cognitive and affective reactions by primarily engag-
ing the senses of sight and sound. Over the past century, cinema,
as a dominant form of this media, has evolved from the hand crank
projector, the first 3D glasses, and the cinemascope of the 1950s,
the iMax screens, to the present emerging AIGC. Throughout the
evolution of film, some experimental filmmakers have attempted to
push the boundaries of traditional cinema to advance film-making.
The term “expanded cinema” [55] describes experimental film and
multimedia art forms that often involve multiple projectors, live per-
formances, and other multimedia installations to create an immer-
sive and interactive experience for audiences. American filmmaker
Stan Vanderbeek coined the term in the mid-1960s to describe a
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movement of artists and filmmakers who explored new ways of ex-
periencing film. Expanded cinema represents a departure from the
passive concept of traditional single-screen film experiences; it is an
experimental form of film-making that expands and challenges the
boundaries of the medium, surpassing the limits of artistic vision
and viewing angles.

Gene Youngblood’s book has early records of using comput-
ers to create expanded cinema. One of the earliest examples was
“Labyrinthe” [63] for Expo ’67 at Montreal, a multi-screen presenta-
tion that integrated different images, sometimes in contrast, some-
times complementing each other. Youngblood envisioned that live
simulation using advanced computers could achieve real-time inter-
action and immersion and believed it would coexist with traditional
cinema as a new cybernetic art form.

Today’s expanded cinema utilizes electronic and digital tech-
nologies to simulate extended space, time, and reality [63]. While
expanded cinema, extended reality, and virtual production differ
in some concepts and technical means, they share similarities in
creating immersive experiences. Compared to traditional cinema,
expanded cinema tried to create interactive experiences for audi-
ences. It attempts to create illusions of reality within a space by
expanding film into a spatial medium. The multiple-screen display
and players connected to a programmed video mixer are compara-
ble to today’s multiple LED n-display concept. Through a powerful
real-time media server, they can connect hardware like motion cap-
ture, volumetric capture, and photogrammetry into the production
pipeline, providing countless creative possibilities in an immersive
virtual environment — the so-called extended reality. And with the
potential of using artificial intelligence to assist in expanding and
extending the expressive possibilities of filmmaking.

2 EXPANDED CINEMA AS EXPANDED
REALITY

The art movement of the 1960s sought to expand the boundaries
of cinema beyond the screen. For instance, Stan Brakhage’s films
“Window Water Baby Moving” (1959) and “Mothlight” (1963) [16]
were notable attempts to explore the aesthetic potential of light,
color, and motion. Similarly, Michael Snow’s film “Wavelength”
(1967) [6] employed a series of long shots to investigate the interplay
between space and time within a house, providing viewers with a
multi-sensory experience of these dynamic changes.

Valie Export’s lecture on “Expanded Cinema” at “The Essen-
tial Frame – Austrian Independent Film 1955–2003” states that ex-
panded cinema is the simulation of space and time. She also refers
to expanded cinema as expanded reality [32]. A separate article
explores two distinct forms of expanded cinema. The first revolu-
tionizes by altering the conditions of projection, while the second
employs multiple screens and projectors to create a unique viewing
experience [4]. Thus, “Expanded cinema” and “Expanded reality”
are closely linked concepts referring to the use of technology to
create new kinds of reality.

The book “Cinema Expanded: Avant-Garde film in the Age of
Intermedia” [51, 56] states that expanded cinema has evolved since
the mid-1960s. Since then, expanded cinema has taken various
forms, like moving image installation, multi-screen films, live cin-
ematic performances, shadow plays, computer-generated images,

and video art. Through experimental techniques involving light,
space, motion, and interactivity, expanded cinema generates new
kinds of cinematic reality and prompts contemplation on the nature
of film itself [63].

It can be argued that expanded cinema has opened up new
avenues for developing an expanded reality. For instance, John
Baldessari’s ’Electronic Labyrinth’ [25] used multiple projectors
and lights to create interactive multimedia installations - blurring
the boundary between artwork and viewer. It was a successful early
example of interactive cinema too. It highlighted the potential of
interactivity, space, and light - which would become crucial for
expanded reality technologies. Pioneers like Anthony McCall and
French expanded cinema [56] also explored how projections, light
and sound, and other art forms could simulate or distort reality
perception and feed into expanded reality technologies.

Expanded cinema has been expanding through technical means
as an avant-garde art form, with its significance in developing a
cinematic language that further expands human expressive abili-
ties and consciousness. Pioneers in expanded cinema have been
exploring these aspects for decades [50].

3 FROM EXPANDED REALITY TO EXTENDED
REALITY (XR)

The latest cutting-edge media technology that blurs the line be-
tween physical and virtual reality is called Extended Reality (XR).
From the 1960s to the 2000s, certain “extended reality” artworks
attempted to broaden human senses and cognitive abilities by cre-
ating surreal experiences using lenses, slides, and other experimen-
tal techniques [35]. Compared to contemporary XR technologies,
these extended reality techniques and experiences may have been
primitive and rudimentary, but they laid the groundwork for later
immersive technologies. Such as “The Tunnel under the Atlantic”
created by artist Maurice Benayoun in the 1990s, showcasing early
endeavors to construct digital environments [37].

Today’s XR technology has also enabled immersive and expanded
forms of storytelling [61], which enhance the concept of expanded
cinema by allowing it to return to its original cinematic function
with more ease and possibilities, allowing for the expansion of
narrative and emotional experiences. Unlike traditional “extended
reality” forms, XR allows the audience to further actively participate,
control and influence the experience instead of only experiencing
it on multiple screens. Filmmakers can use XR to create 360-degree
environments that viewers can explore as the story unfolds, and
visual effects can be enhanced to create a more immersive and
realistic experience [11]. XR can help on 3D virtual sets, using
green screens or LED video walls for live compositing with moving
cameras while offering new storytelling methods. Both attempt to
immerse the audience with multiple views and perspectives.

The other common feature of them is their incorporative and
integrative nature. Both achieve immersive experiences by inte-
grating different technologies. Expanded cinema integrates various
media, like video displays and computers. Similarly, XR technology
integrates LED display systems, studio camera tracking, lighting,
motion capture, and powerful 3D tools like Unreal Engine to cre-
ate more realistic and interactive virtual experiences [14]. Both
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Figure 2: Showcases 3D virtual sets displayed on an LED video
wall and used for live compositing with 4K moving cameras.

expanded Cinema and XR constantly expand, aiming to create ex-
periences beyond traditional norms. And at the same time, both
seek to foster better immersive experiences.

And with the development of Artificial Intelligence (AI), its role
in expanded cinema and XR is becoming increasingly important. For
instance, AI can help create personalized scenes and surroundings
for the audience by adapting the content to their preferences and
interests. As such, it has the potential to revolutionize the way we
experience and interact with art, leading to more immersive and
personalized experiences.

4 AI ASSISTS IN CREATING EXTENDED
REALITY AND EXPANDED CINEMA TODAY

Current AI technology presents a multitude of opportunities to
enhance the creation of extended cinema and extended reality.
Specifically, our focus is on the challenge of 3D scene creation, a
crucial aspect of XR production. Through our research, we have
shown that AI can optimize this process, resulting in more efficient
and realistic 3D scenes. We also provide an overview of the latest
theories, models, and tools that can be utilized to tackle related
problems in this area. Additionally, we highlight existing practices
and present a case study conducted by our team, illustrating the
potential benefits of incorporating AI into various forms of art-
work and how this integration can propel AI’s involvement in XR
forward.

4.1 Why AI is Needed in XR
Extended reality (XR) technologies offer exciting possibilities for
creating immersive and engaging experiences for users. However,
creating high-quality and realistic 3D scenes for XR applications
can be a time-consuming and complex task. On the other hand,
there are many low-level, repetitive operations involved in the iter-
ative creation and modification process, which can be optimized
by incorporating computational technologies. This is where AI can
prove invaluable, offering a more efficient and intuitive solution. By
leveraging AI techniques, such as generative models and AI-based
rendering, artists and designers can streamline their workflows,
automate certain tasks, and achieve impressive results with greater
ease and speed. AI-powered tools and platforms offer a more con-
venient and intuitive approach to 3D scene creation, empowering
creators to focus on their artistic vision and elevating the overall
XR experience for users.

Conventional AI techniques, such as traditional machine learn-
ing algorithms (e.g., decision trees, naive Bayes, 𝑘-means [33]) and
deep learning algorithms (mainly based on neural networks, includ-
ing CNN, RNN, Transformers [47]), have been widely used in 2D
image and video processing tasks. However, these techniques are
not directly applicable to 3D environments. The main challenge
is that traditional AI methods lack an understanding of the three-
dimensional representation of the environment, and thus cannot
easily create or manipulate 3D objects and scenes. However, ad-
vanced AI techniques, such as neural rendering fields (NeRF) [41],
possess such capabilities. Currently, computer vision algorithms can
be trained to recognize and understand the 3D geometry of a scene,
enabling more accurate and efficient 3D reconstruction. Genera-
tive models, such as Generative Adversarial Networks (GANs) [17]
and diffusion models [22], can be trained to generate new and di-
verse 3D content, helping to expand the creative possibilities for
XR applications.

Current XR technologies benefit greatly from the capabilities of
AI in 3D scene creation. Recent advancements in AI have introduced
innovative approaches for text-to-3D conversion, object generation,
and mesh modeling. For instance, Dreamfusion by Google enables
text-to-3D conversion using 2D diffusion techniques [46]. Dream-
fields, a zero-shot text-guided object generation method, allows the
generation of objects based on textual descriptions [24]. Shapenet,
a comprehensive 3D model repository, provides rich information
for 3D modeling tasks [8]. Advanced techniques like 3D GEN em-
ploy triplane latent diffusion for textured mesh generation [19],
while Magic3D, developed by Nvidia, offers high-resolution text-
to-3D content creation capabilities [29]. Point-e, an AI system by
OpenAI, generates 3D point clouds from complex prompts [42].
RODIN, developed by Microsoft, is a generative model for sculpting
3D digital avatars using diffusion techniques [57]. MeshDiffusion
focuses on score-based generative 3D mesh modeling [31], and
Text2Mesh enables text-driven neural stylization for meshes [38].
Techniques such as zero-1-to-3 allow one image to be converted
into a 3D object without any training data [30]. Additionally, EG-3D
employs efficient geometry-aware generative adversarial networks
for 3D modeling [7], and ICON/ECON enables implicit clothed hu-
man modeling from normals [59, 60]. These works highlight the
diverse range of AI techniques andmodels that have been developed
for various aspects of 3D scene creation. By incorporating these
AI advancements, XR creators can unlock new possibilities and
streamline their workflows, ultimately enhancing the immersive
experiences delivered to users.

Besides assisting 3D content creation, AI can also be used to
optimize and streamline various aspects of XR development, such
as reducing the number of iterations required for 3D modeling and
animation, and improving the efficiency of image processing and
rendering tasks. These benefits can lead to significant time and cost
savings, while also improving the quality of the final XR experience.
Overall, AI can efficiently facilitate expanding and extending the
creative possibilities of XR. By enabling more efficient and effec-
tive 3D content creation, AI can also help to drive the adoption
and growth of XR technologies and unlock new opportunities for
immersive and engaging experiences.
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Figure 3: The application of AI-generated background envi-
ronments in real-world filming and live testing.

4.2 Approaches for AI-assisted 3D Scene
Creation in XR

To address the challenges of creating 3D scenes in XR, several
approaches have been developed based on updated technologies,
along with the use of software tools and platforms that incorporate
AI technologies. These approaches leverage AI-based techniques
to generate 3D models, textures, and lighting that are consistent
with real-world scenes. Specifically, we summarize them into the
following three categories and implemented the first one of them
(Figure 3).

One of the key approaches to creating 3D scenes by AI is the use
of High Dynamic Range (HDR) images. HDR images capture a wide
range of lighting information, from bright highlights to dark shad-
ows, which is essential for creating realistic lighting in 3D scenes.
By using AI-based techniques, HDR images can be converted into
fake 3D models, which can be further processed to generate 3D
scenes. Tools like Skybox Lab [27] and Lumiere 3D [48] can be used
for this purpose. However, this approach has limited perspectives.
One potential solution to this limitation is to use multiple HDR
images taken from different viewpoints to create a more compre-
hensive 3D model. This approach can be supported by 3D modeling
software with AI plugins, such as Blender and Maya, which offer
AI-assisted capabilities for tasks such as modeling, texturing, and
rigging.

The second approach is based on 2D and involves the use of
generative models such as GANs and Variational autoencoders
(VAEs) [26] to generate 3D models and textures. These models can
learn the underlying patterns and features of a given dataset of
3D models and textures, and then generate new ones that follow
the same distribution. This allows for the rapid creation of a large
number of unique models and textures with varying styles and
features. For instance, Pix2Vertex [53] can generate 3D models
from 2D images using a GAN. In addition to generating 3D models
from existing assets, there are also methods that use existing 2D
images or videos as a basis for 3D scene generation. This approach
can benefit from AI-powered plugins in 3D modeling software,
such as Blender’s “Auto Eye” [13] addon for generating realistic
eye textures and the “Graswald” [15] addon for realistic grass and
vegetation.

Moreover, the third approach relies on constructing models us-
ing AI-based techniques. Apart from using simplified objects or
predetermined shapes, these techniques enable the creation of intri-
cate and lifelike 3D models, such as point cloud generation, which
is capable of producing models of natural landscapes such as trees,

rocks, and mountains. These models can subsequently be incor-
porated into larger 3D scenes, resulting in more immersive and
realistic experiences. AI-based rendering tools, such as NVIDIA’s
Omniverse [44] and StyleProp [21], can be utilized to produce real-
istic and high-quality images and videos by using AI algorithms to
simulate light and materials. These rendering software platforms
often include AI-assisted capabilities and can be integrated into the
workflow of 3D scene creation in XR.

One area where AI demonstrates its potential in the broader
scope of 3D content creation is the exploration of fractals and pro-
cedural generation. Fractals, which exhibit intricate and self-similar
patterns, have been utilized in various creative fields. In the context
of 3D scene creation, artists can leverage tools like Blender to incor-
porate fractals into their designs, enabling the generation of visually
captivating and mathematically-inspired scenes [34]. Moreover, AI-
powered tools such as StyleProp [21] offer real-time example-based
stylization of 3D models, providing artists with the means to infuse
unique and artistic styles into their creations. Furthermore, advance-
ments in audio recording and editing, such as Adobe’s AI-powered
audio processing [2], enhance the immersive experience of XR by
seamlessly integrating realistic and high-quality audio elements.
NVIDIA Canvas [43] and ControlNet [64] provide innovative solu-
tions for stable diffusion and creative AI-based generation, respec-
tively. Midjourney [40] and Reality OBJ to USDZ Converter [45] are
tools that facilitate the transformation of assets into XR-compatible
formats. Software like Adobe After Effects [1] and DaVinci Re-
solve [5] empower artists with professional editing capabilities,
color grading, and audio post-production. RunwayML [52] serves
as a platform to advance creativity with AI, offering a range of AI
models and tools. References to image plane [49] and Trippy Every-
thing AI music generation [12] demonstrate the fusion of AI and
creative expression. Synthesis AI Labs [3] and ZBrush [36] provide
cutting-edge AI-based solutions for tasks like text-to-3D conversion
and digital sculpting. Monster Mash [18] and Spline AI [54] offer
sketch-based modeling and animation tools as well as AI-powered
object, animation, and texture generation. Additionally, advance-
ments in audio-based AI models, such as Audiogpt [23], enable
understanding and generation of speech, music, sound, and talking
heads. Luma AI Capture [28] introduces lifelike 3D models and
game art creation. Haque et al. [20] propose Instruct-NeRF2NeRF
for editing 3D scenes with instructions. Finally, Mubert [58] offers
AI-powered music generation for immersive XR experiences.

In summary, the creation of 3D scenes in XR involves the use
of various AI-based approaches, supported by software tools and
platforms. By leveraging HDR images, generative models, and AI-
based techniques for model construction, artists and designers can
create realistic and immersive 3D scenes. Additionally, the integra-
tion of AI plugins into 3D modeling software and the utilization
of AI-based rendering software enhance the efficiency and quality
of the creation process. XR development platforms with AI tools
also provide a comprehensive solution by combining XR develop-
ment capabilities with AI technologies. These advancements in
AI-assisted 3D scene creation are expanding the possibilities of
extended reality and expanded cinema experiences.



From Expanded Cinema to Extended Reality:
How AI Can Expand and Extend Cinematic Experiences VINCI 2023, September 22–24, 2023, Guangzhou, China

4.3 Case Study: Implementing AI-Generated
HDR Images for Shooting

Inspired by the “Generate 3D Sets for your Short Films” project by
YouTuber Mickmumpitz [39], we attempted to use text-to-image
generation AI to create scenes and combine them with LED walls
(in contrast to his use of green screens). As we aimed to film movies
using visual production techniques, we were particularly interested
in whether AI-generated scenes could be effectively utilized for
real-life shooting scenarios in conjunction with live lighting. We
conducted a rapid experiment to validate the feasibility of this.

According to the first approach mentioned in the paper, we
want to demonstrate how AI-generated HDR images that can be
leveraged to use as fake 3D scenes for visual production. Our initial
experiment used a simple setup with an LED wall as the virtual
background, a DSLR camera, and an AI-generated HDR image made
by Skybox Lab. We used the latest scratch feature from Skybox Lab
to create a basic structure for a 360 space and then used the SciFi
mode to generate a surreal scene. In a very short time, we could
project this scene onto our LED wall as a virtual background for
filming. However, based on feedback, our initial experiment has
some limitations and ways we can improve the methodology.

First, the conversion of the HDR image to a 3D model was done
offline, making the experiment non real-time and the physical cam-
era setup has not yet been aligned with the virtual camera in the
software. This means we need to adjust the 3D perspectives manu-
ally in post-production on the computer to get the right perspective.
So for future experiments, we aim to align them with real-time soft-
ware and media servers used for virtual production to achieve
synchronization. This will enable dynamic changes in perspective
and movement within the scene. Once synchronized, the HDRI can
effectively function as a real-time virtual scene but perhaps offers a
limited range of perspectives due to calibration and synchronization
challenges.

During our initial setup, we noted some key learnings, such as
the ideal aspect ratio, resolution, the distance between the camera
and LED wall, and camera settings. We also recorded the lighting
conditions when using the AI-generated HDRI as a virtual scene.
Here are some references to what we learned. For our nodal pan
shot, from its center, we have room to pan left or right within a
nearly 120 degree section of the screen avoiding moire. The aspect
ratio we used was 16:9, and the resolution used was 1920x1080
pixels. The distance between the camera and the LED wall was 4
meters. The camera settings used an F-stop of f/4.5, ISO 800, and
50 fps. The ambient light level during the shooting was 800 lux,
with indirect diffuse lighting. And we use additional lighting to
complement the control of the front light. During this process, it is
important to ensure that the logic and contrast of the front light are
consistent with the content of the HDRI. Although our experiment
was simple, we referred to the USCwhite paper [9], which discussed
the best conditions to use LED as a virtual background and the
lighting conditions.

The overall effect was quite impressive, with a focus on the char-
acters’ faces and a blurred background due to the use of a distant
and close-up shot. In this case, the AI-generated scene was able
to replace non-AI images. However, further research is needed to

assess the effectiveness of AI-generated scenes in highly realis-
tic environments or scenes that require highlighting of specific
background details.

The main purpose of this study is to showcase the first step
in AI to assist the potential of HDRI technology for expanding
and extending cinematic experiences within virtual production
workflows. These learnings will inform optimized parameters for
our subsequent experiments.

5 FOR METAVERSE AND A MIGHT NEW
FRONTIER

Puppetry and performance have creatively explored the intersec-
tion of the physical and virtual worlds for decades. And the shift
from traditional 2D cinematic storytelling to 3D has been driven by
technological advancements that made 3D cinematography possi-
ble [62]. But now, emerging technologies like virtual production, AI,
and extended reality are increasingly blurring physical and virtual
realities by integrating human participants with virtual charac-
ters and environments. Real-time servers converge multiple inputs
to place high-resolution humans within virtual environments for
interaction with virtual assets viewed. And improved LED and
in-camera visual effects now enable new artistic expressions of
real-time immersive and interactive effects.

These developments have also paved the way for expanded cin-
ema, extended reality, and the emerging metaverse, which represent
early strides toward realizing a future where vast virtual worlds
seamlessly blend with the physical realm. These art forms could
help redefine art expressions in a world that increasingly blends the
virtual and the physical. Today, we focus on expanding and extend-
ing virtual experiences, like using Disguise Metaverse Labs [10]
to create the next generation of immersive experiences through
LED stages. And with the assistance of AI to push the limits of
virtual experience further, generating hyper-realistic worlds, in-
teractive characters, and deeply personalized realities. We believe
they point to a future of seamless hybrid experience — one that
blurs the lines of technology, media, and humanity itself. As these
technologies continue to evolve, expanded cinema and other art
forms will likely continue unfolding in new ways, shaping what it
means to be human in the digital age.
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