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Abstract

Emotion plays a pivotal role in video-based expression, but
existing video generation systems predominantly focus on
low-level visual metrics while neglecting affective dimen-
sions. Although emotion analysis has made progress in the vi-
sual domain, the video community lacks dedicated resources
to bridge emotion understanding with generative tasks, partic-
ularly for stylized and non-realistic contexts. To address this
gap, we introduce EmoVid, the first multimodal, emotion-
annotated video dataset specifically designed for artistic me-
dia, which includes cartoon animations, movie clips, and an-
imated stickers. Each video is annotated with emotion labels,
visual attributes (brightness, colorfulness, hue), and text cap-
tions. Through systematic analysis, we uncover spatial and
temporal patterns linking visual features to emotional percep-
tions across diverse video forms. Building on these insights,
we develop an emotion-conditioned video generation tech-
nique by fine-tuning the Wan2.1 model. The results show
a significant improvement in both quantitative metrics and
the visual quality of generated videos for text-to-video and
image-to-video tasks. EmoVid establishes a new benchmark
and protocol for affective video computing. Our work not
only offers valuable insights into visual emotion analysis in
artistic videos but also provides practical methods for enhanc-
ing emotional expression in video generation. The extended
version and the dataset are available on the following links.

Project Page — https://zane-zyqiu.github.io/EmoVid

Extended version —
https://www.arxiv.org/abs/2511.11002

Introduction

Video is a powerful medium for storytelling and expression,
with emotion playing a key role in viewer engagement (Cao
et al. 2022). While recent video generation models have
improved in visual coherence and motion, they have paid
limited attention to emotional expressiveness (Kalateh et al.
2024). This is especially true in creative applications like
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comic portrait animation, sticker (meme) creation, and cin-
ematic editing, where emotional expressiveness is essential
but underexplored (Wang, Chen, and Wang 2025).

In recent years, emotional content analysis and genera-
tion have achieved great progress in language, speech, and
images, and have gained considerable attention within mul-
timodal contexts (Kalateh et al. 2024). In video, multi-
modal approaches have shown promising results in improv-
ing tasks such as sentiment analysis, emotion-driven con-
tent creation, and interactive video generation (Pandeya and
Bhattarai 2021). However, most of these studies focused on
human dialogue and realistic styles. The integration of emo-
tion in stylized video understanding and generation—taking
into account both creative context, stylistic features, and the
emotional undercurrents—remains underexplored.

In this paper, we introduce EmoVid, the first large-scale
and emotion-labeled video dataset focusing on stylized and
non-realistic content. As shown in Figure 1, EmoVid con-
sists of videos in three categories: cartoon animation, movie
clips, and animated stickers (GIFs). We adopt the Mikels’
eight-emotion scheme (Mikels et al. 2005) (amusement,
awe, contentment, excitement, anger, disgust, fear, sadness),
a widely used discrete set originally curated for affective
image studies. Each clip is annotated with emotion labels,
color attributes, and captioned via a vision-language model
(VLM). Through this dataset, we explored the emotional
patterns in videos, such as emotion distributions, color-
emotion correlations, temporal transitions of emotion, and
semantic links. We believe that these insights can enhance
tasks like comic animation and stylized video generation.

To demonstrate the effectiveness of EmoVid, we propose
a benchmark for both T2V and I2V tasks, evaluating the vi-
sual quality and emotion accuracy of Al-generated videos.
We also fine-tune the Wan2.1 (Wan et al. 2025) model on
our data. Experiments show a significant gain in emotional
expressiveness when emotion is explicitly incorporated as a
prior into video generation tasks. We also designed a video
generation pipeline, which can generate animated stickers
of any character with any emotion. This is of great value
for today’s network communication and can also be fur-
ther used in the production of animations and movies. To-
gether, EmoVid contributes to both affective computing and
stylized video generation by linking emotion understanding
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Figure 1: Overview of the EmoVid dataset. The dataset spans eight emotion categories—Contentment, Awe, Amusement, Ex-
citement, Sadness, Disgust, Fear, and Anger—and three content domains: Animation, Movie, and Sticker. The dataset captures
diverse emotional expressions in various visual styles and contexts, demonstrating both multimodal richness (with associated

text and audio) and cross-domain generality.

with practical generative tasks.
In summary, we make the following contributions:

* We introduce EmoVid, a large-scale, emotion-labeled
video dataset focusing on stylized and non-realistic con-
tent, and present a scalable benchmark, evaluation met-
rics, and protocol for emotional enhancement in video
generation.

* We explore both spatial and temporal emotional patterns
in the EmoVid dataset, as well as their relationship with
text captions or other visual attributes.

* We demonstrate EmoVid’s utility in generation and edit-
ing tasks by fine-tuning the Wan2.1 model, which shows
significant improvement in emotional expression.

Related Work
Emotion Analysis and Affective Computing

Affective computing has gained increasing attention in
recent years, particularly in textual, auditory, and visual
modalities. Early research mostly focused on text senti-
ment analysis using lexical features and semantic under-
standing (Wang et al. 2025b). Subsequently, auditory emo-
tion recognition emerged as a reliable signal through speech
prosody, pitch, and tone analysis (Zadeh et al. 2016). Vi-
sual emotion recognition, especially via facial expression
and gesture, has gained momentum more recently but re-
mains less mature in comparison to text and audio (Zhu
et al. 2024). More recently, multimodal affective computing
has become a key focus (Das and Singh 2023), but compre-
hensive multimodal tasks remain scarce due to challenges in
data alignment, modality imbalance, and dataset availability.

Within the visual modality, affective computing first pro-
gressed on static images, exploring the affective content

of images via color histograms, facial attributes, and com-
positional cues (Pang, Zhu, and Ngo 2015). Nevertheless,
static images lack temporal dynamics, which is essential for
modeling transitions and nuances in affect. Consequently,
video-based affective computing has gained traction, with
datasets such as AffectNet and LIRIS-ACCEDE supporting
sequence-based modeling (Mollahosseini, Hasani, and Ma-
hoor 2017; Baveye et al. 2015). Despite progress, few efforts
have been made to recognize video emotions within creative
domains, such as film, performance, or storytelling, where
affect is most deeply embedded and semantically rich.

Video Generation and Editing

Recent advances in video generation have shown remark-
able capability across diverse domains, such as human mo-
tion synthesis (Tulyakov et al. 2018), natural scene render-
ing (Wang, Liu et al. 2018), and short video creation (Ho,
Saharia et al. 2022). In creative applications—such as
animation, film production, and meme/sticker creation—
generative models like VideoCrafter (Yang, Xu et al. 2023)
have demonstrated strong visual coherence and temporal
smoothness, but current research primarily focuses on visual
quality, realism, or aesthetic control, with little emphasis on
affective expressiveness (Ma et al. 2025). Notably, meme
or sticker generation inherently carries affective signals, yet
emotional intent is typically implicit and lacks formal inte-
gration into generation frameworks.

While affect has been discussed in video synthesis
through domains such as facial expression transfer (Za-
kharov et al. 2019), and gesture-guided animation (Cao,
Yang et al. 2022), these discussions are often limited to
human-centric or conversational tasks. Affective condition-
ing has been explored via latent space alignment (Ji, Wang
et al. 2023) or emotion labels in prompt-based genera-



Dataset Modalities Size Content Emotion Labels
CAER (Lee et al. 2019) v, a 12h (13k clips) TV shows 7 cls

MELD (Poria et al. 2019) v, a, t 1.4h (1.4k clips) Human dialogue 7cls

DEAP (Koelstra et al. 2011) v, a 2h (120 clips) Music videos V-A-D

VEATIC (Ren et al. 2024) v 3h (124 clips) In-the-wild V-A

MEAD (Wang et al. 2020) v, a 40h (10k clips)  Human face 7 cls + 3 intensity levels
DH-FaceEmoVid-150 (Liu et al. 2025) v, t 150h (18k clips) Human face 6 cls + 4 compound
EmoVid (Ours) v,a,t 39h (22k clips) Animation, Movie, Sticker 8 cls (Mikels)

Table 1: Comparison of EmoVid with other emotional video datasets. We focus on modalities, size, content types, and
emotion label schemes. Modalities are abbreviated as follows: v = Video, a = Audio, t = Text. Emotion labels include ei-
ther discrete categories (e.g., 7 cls = 7 emotion classes) or dimensional annotations such as Valence—Arousal (V-A) and Va-

lence—-Arousal-Dominance (V-A-D).

tion (Guo, Huang et al. 2023), yet these approaches rarely
address stylized and non-realistic domains where emotion
is central to narrative structure, such as animated films or
cinematic scene generation (Wang et al. 2025a). The gap
between affective modeling and creative video generation
suggests a pressing need to bridge semantic emotion repre-
sentation with generative visual storytelling.

Emotion-related Datasets

Affective computing has been supported by a growing num-
ber of emotion datasets across textual, auditory, and visual
modalities. Text-based corpora such as SemEval (Rosen-
thal, Farra, and Nakov 2017) and GoEmotions (Demszky,
Movshovitz-Attias et al. 2020) provide fine-grained emotion
labels for sentiment and intent understanding. In the auditory
domain, datasets like RAVDESS (Livingstone and Russo
2018) include speech with emotion expressions. Visual emo-
tional datasets evolved from static-image datasets such as
Emotion6 (Peng, Wang et al. 2015) and EmoSet (Yang et al.
2023). However, static images lack temporal continuity, lim-
iting their utility in studying emotional dynamics and tran-
sitions. This has motivated the development of video-based
datasets for affective modeling.

Several datasets have attempted to bridge the gap be-
tween affective labeling and video modality. MELD (Poria
et al. 2019), DEAP (Koelstra et al. 2011), and VEATIC (Ren
et al. 2024) offer emotion-annotated videos, but are lim-
ited in either modality (e.g., lacking audio and text), do-
main focus (e.g., only dialogues or music videos), or size.
Facial datasets such as MEAD (Wang et al. 2020) and DH-
FaceEmoVid-150 (Liu et al. 2025) focus on constrained
emotional expressions, offering high precision for facial
affect but limited diversity in content and setting. These
datasets are suitable for emotion recognition but not ideal
for video generation, where varied visuals, rich context, and
narrative emotional arcs are critical. In contrast, EmoVid
introduces a large-scale, multimodal (video, audio, text)
dataset with 22,758 clips covering animation, film scenes,
and stickers—domains where emotional content is not only
embedded but essential to semantics.

The EmoVid Dataset

As discussed in the former sections, the primary challenge
of emotion-enhanced video generation lies in the lack of

stylized emotional video datasets. We analyzed previous
datasets specifically in emotion and video-related fields, and
summarized their features in terms of size, category, con-
tent, and emotion labels, as shown in Table 1. Through the
analyses, we find that existing datasets either lack in scale
or fail to include all necessary modalities, which hinders the
progress of multimodal emotion analysis. Moreover, they all
focus exclusively on real-world scenarios (primarily human
facial expressions), limiting the effective transfer of emo-
tional priors to general video generation tasks.

Data Collection

To fill this gap, we created the EmoVid dataset, the first
large-scale multimodal video dataset with fine-grained emo-
tion labels, which comprises 2,807 animation face clips,
13,255 movie clips, and 6,696 animated stickers. The dataset
includes high-quality emotional annotations, as well as other
relevant visual attributes such as brightness, colorfulness,
and hue, along with a textual caption for each video clip.
Basic information is provided in Table 2, and more detailed
information can be found in the extended version.

For the animation clips, we source data from the Magi-
cAnime dataset, which contains 3,000 clips of cartoon faces
from American, Chinese, and Japanese cartoons (Xu et al.
2025). The movie clips are retrieved using the metadata and
code provided by Condensed Movies (Bain et al. 2020). As
movie videos are mostly several minutes long, we segment
them using the PySceneDetect tool (Castellano 2025). Only
clips within 4-30 seconds were retained for further analysis.
For the animated stickers, we used the Tenor API (Tenor,
Inc. 2025) to search for GIFs based on the eight primary

Type Clips Avg SD Vid Aud Cap
Total 22758 6.18 4.53 - - -
Animation 2807  5.12  2.65 v v v
Movie 13255 875 471 / v v
Sticker 6696 291 2.18 v X v

Table 2: Basic statistics of the EmoVid dataset. Avg is the
average duration (in seconds), and SD is the standard devia-
tion. Vid, Aud, and Cap indicate whether each clip includes
video, audio, and textual caption, respectively.



emotion labels and their synonyms summarized by Yang
et al. (2023). Each clip is manually verified to ensure it ac-
curately expresses the intended emotion. More details are
included in the extended version.

Videos in EmoVid are annotated at the clip level, and the
annotation includes the following aspects:

Emotion. We employ the widely-used Mikels emotion
model, which categorizes emotions into eight types: amuse-
ment, awe, contentment, excitement, anger, disgust, fear, and
sadness. As the Valence-Arousal Model (Russell 1980) also
plays an important role in intuitive understanding of emo-
tions, we sorted the valence and arousal of the eight emo-
tions as in Figure 2 according to the work of Warriner, Ku-
perman, and Brysbaert (2013).

Given the trade-off between labeling accuracy and re-
source consumption, we adopt a human-machine collabora-
tive method to obtain the labels. We first conducted a com-
parative experiment on the EmoSet dataset, the results of
which are detailed in the extended version. We find that
fine-tuning VLMs on the same data domain significantly im-
proves emotion labeling accuracy, and NVILA-Lite-2B (Liu
et al. 2024b) exhibits classification performance compara-
ble to that of humans. We pick 20% of the animation and
movie data to be annotated by human annotators, with each
clip tagged as one of the eight emotions or as no specific
emotion. As emotions are ambiguous and open to interpre-
tation, each video is annotated by three people, and the video
is retained only when at least two annotators provide the
same result. For the remaining 80% of the data, we use the
NVILA-Lite-2B model (fine-tuned on the manually labeled
data) to annotate the clips. To assess annotation quality, we
randomly select 1% of the videos as a validation set. Three
human annotators independently annotate the same set. We
then calculated pairwise Cohen’s kappa scores across the
four annotation sources (three humans and the VLM). The
results indicate a small difference (< 4%) between the inter-
human kappas and the human-VLM kappas, indicating that
the VLM provides labels of similar quality to humans.

Attributes and Captions. We computed three low-level
visual attributes for each video clip: colorfulness, bright-
ness, and hue, based on the HSV color space. Specifically,
we sampled every 20 frames from each clip, and every pixel
is represented by a triplet (h;, s;, v;). For hue H, each pixel
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Figure 2: Relationship between different emotions. We re-
fer to Warriner, Kuperman, and Brysbaert (2013) to arrange
emotion categories on the valence-arousal model.

value h; is defined as an angle on the color wheel in the
range [0, 360), and the overall H is defined as the angle of
the vector resulting from the sum of these vectors:

. 180°
¢ = atan2 <Zl: sm(hi),z;cos(hi)> X — (1)

H = round ((¢ + 360°) mod 360°) (2)

The modulo operation ensures that H lies within the range
[0, 360). Colorfulness (C') was defined as the normalized av-
erage of the saturation channel (5), and brightness (B) was
calculated using the value channel (V):

1 & 1 &
C = round (N ;Si, 1) , B = round <N ; Vi, 1> .
3)
where N is the total number of pixels sampled from selected
frames. Both C' and B were normalized between 0 and 1 and
rounded to one decimal place.
Additionally, we generated high-quality captions for each
clip using the NVILA-8B-Video model to facilitate further
training and evaluation based on the dataset.

To sum up, beyond categorical emotion labels, EmoVid
provides rich multimodal annotations including:

* Audio tracks aligned with each video to enable audio-
visual emotion fusion.

* Low-level visual features including brightness, color-
fulness, and hue, quantitatively extracted to support emo-
tion attribution analysis.

* Free-form captions generated by a VLM, describing the
perceived content and sentiment of each video.

Analysis of EmoVid
Properties of EmoVid

EmoVid is a large-scale, multimodal video dataset de-
signed for emotion-aware video understanding and gener-
ation tasks. The dataset consists of 22,758 videos, with a to-
tal duration of 140,580 seconds. Among them, 10,049 clips

—— Animation (N=2807)
Movie (N=13255)
—— Sticker (N=6696)

1: Amusement
2: Anger

3: Awe

4: Contentment
5: Disgust

6: Excitement
7: Fear

8: Sadness

Figure 3: Emotion distribution across three video cate-
gories. The number of videos in the three video types was
normalized to better illustrate the distribution of data across
different emotions.
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Figure 4: t-SNE visualization of video features. Animation
and Movie clusters are separated, with Sticker samples over-
lapping both, reflecting their hybrid content characteristics.

have human-annotated emotion labels (282 animation clips,
2,771 movie clips, and 6,996 sticker clips). The emotion la-
bels of the rest are generated by a fine-tuned VLM, the qual-
ity of which is verified in the above experiments.

As depicted in Figure 4, the t-SNE visualization illus-
trates the clear distribution among the three data types. We
observe significant differentiations between Animation and
Movie types, while Sticker data points are intermediate, ex-
hibiting overlaps with both Animation and Movie clusters.
This aligns intuitively with expectations regarding content
similarity across these categories.

EmoVid covers eight discrete emotion categories aligned
with the Mikels model, including amusement, anger, awe,
contentment, disgust, excitement, fear, and sadness. The
videos are sourced from three representative domains—
animation, movie, and sticker content—each contributing
different emotional intensities, stylistic traits, and tempo-
ral structures. Figure 3 summarizes the distribution of emo-
tion labels across domains. From the figure, we observe that
the emotion distribution in animation and movie video types
is relatively imbalanced, with emotions like anger and sad-
ness appearing more frequently, while amusement and awe
are underrepresented. This reflects the natural distribution
of emotions in real-life settings because these videos are all
collected from real-world contexts and annotated.

Together, these properties make EmoVid an interpretable
and extensible benchmark for video-based emotion under-
standing and generation. The dataset serves as a foundation
for multimodal tasks such as emotional storytelling, text-to-
video (T2V) or image-to-video (I2V) generation, and emo-
tionally grounded video editing.

Emotional Structure and Dynamics

Visual attributes. The inclusion of visual attributes in the
dataset is intended to facilitate further research on the re-
lationship between emotion and color expression. In Fig-
ure 5, the positive-to-total emotion ratio demonstrates a gen-

eral upward trend concerning colorfulness and brightness at-
tributes, which is consistent with our conventional knowl-
edge. We also calculate the average value of colorfulness,
brightness, and hue for each of the eight emotions. Positive-
valence categories are brighter and slightly more colorful
than negative-valence ones, while high-arousal emotions
tend to be darker but more colorful than low-arousal emo-
tions. ANOVA (St, Wold et al. 1989) confirms statistically
significant (p < 0.01) but small effects (n? < 1%), and the
details are in the extended version.

Temporal analysis. Different from static data, a key ad-
vantage of video datasets lies in the additional temporal di-
mension, which enables the exploration of how emotions
evolve over time. Since the movie clips are extracted from
continuous segments of films, we are able to perform tem-
poral analysis based on them. We analyse the first-order
Markov transition matrix derived from consecutive movie
clips, which can be found in the extended version, un-
veiling a three-stage emotional dynamic. First, all eight
emotions exhibit strong self-persistence—particularly fear
(0.53), anger (0.46), and amusement (0.46)—indicating that
once an affective state is established, the visual stream tends
to maintain it over short temporal windows. Second, transi-
tions are markedly more frequent within the same valence
polarity than across it (typically 0.08-0.18 versus < 0.08).
Third, negative emotions reveal a chain-like escalation pat-
tern: sadness —fear/anger and fear —anger—suggesting
a possible “defense-attack” progression that makes nega-
tive sequences harder to dissolve (Blanchard et al. 1977).
Together, these findings corroborate a “hold, intra-valence
drift, arousal leap” trajectory, providing explicit understand-
ings for emotion-aware video generation, editing, and pac-
ing strategies.

Text Caption. To further explore the relationship be-
tween content and emotion, we extracted the five most fre-
quently occurring 2—4 word phrases from video captions as-
sociated with each emotion, after filtering out redundant or
noisy expressions. These phrases provide concrete seman-
tic cues reflective of emotional content. For instance, under
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Figure 5: Positive-to-total emotion ratio across bins of col-
orfulness and brightness, exhibiting a distinct upward trend.



Task Method FVD] CLIPT SD7T Flicker| EA-2clsT EA-8clsT
VideoCrafter-V2 610.1 0.3012 - 0.0184 80.42 42.50
HunyuanVideo 552.6 0.2776 - 0.0116 76.87 40.41

T2V CogVideoX 584.0 0.3013 - 0.0213 82.91 44.58
WanVideo (before) 594.3 0.2982 - 0.0091 84.17 44.16
WanVideo (after) 573.7 0.3021 - 0.0143 88.33 48.33
DynamiCrafter512 512.3 - 0.7288 0.0280 90.41 71.25
HunyuanVideo 544.6 - 0.7244 0.0233 89.17 70.00

2V CogVideoX 528.4 - 0.7214 0.0331 90.83 70.83
WanVideo (before) 517.9 - 0.7146 0.0325 91.25 71.30
WanVideo (after) 517.8 - 0.7193 0.0324 94.58 76.25

Table 3: Quantitative results on the EmoVid benchmark. Evaluation covers T2V and 12V tasks. Emotion Accuracy (EA) is
assessed using binary (EA-2cls) and 8-category (EA-8cls) emotion classification metrics, highlighting the improved capability
of finetuned models in capturing and reproducing emotional content.

amusement we found frequent phrases such as “funny reac-
tion,” “merry moment,” and “laughing together.” In contrast,
fear often included phrases like “dark tunnel,” “screaming
sound,” and “approaching danger.” The detailed information

can be found in the extended version.

Evaluation of EmoVid

To rigorously evaluate the effectiveness and utility of
EmoVid, we construct a comprehensive benchmark and per-
form both quantitative and qualitative analyses. Specifically,
we sample 240 videos across 3 video types with 8 dis-
tinct emotion labels, selecting 10 representative videos for
each category. The test videos are all sampled from human-
annotated ones and have been double-checked to guarantee
the best quality. For each video, we use its corresponding
caption and modify it by appending an explicit emotional
label (e.g., The video is in the “amusement” emotion).

We test four SOTA T2V models—VideoCrafter-V2 (Chen
et al. 2024), HunyuanVideo (Kong et al. 2024), CogVideoX-
5B (Yang et al. 2024), and Wan2.1-T2V-14B (Wan et al.
2025). We also conduct experiments on four 12V models—
DynamiCrafter512 (Xing et al. 2024), HunyuanVideo-12V,
CogVideoX-12V, and Wan2.1-12V-480P.

Furthermore, we fine-tune both T2V and 12V Wan2.1
models on EmoVid, excluding the data in the benchmark
with the LoRA technique (Hu et al. 2022). We conducted
fine-tuning using the DiffSynth Studio framework (Mod-
elScope 2025) on an H20 GPU with 96 GB memory. To bal-
ance the distribution of training data, we did not use the en-
tire set of movie clips. Instead, the final training dataset con-
sisted of 2,727 animation clips, 8,000 movie clips, and 6,616
sticker clips. The LoRA configuration was set with rank=32,
learning_rate=1e-4, training_epoch=3, and batch_size=1, the
same as default settings in DiffSynth Studio.

Quantitative Results

To measure the emotional accuracy of generated videos, we
use the fine-tuned VLM employed during dataset annotation
to classify the generated videos and adopt the same met-
rics as Yang et al. (2023). EA-2cls measures binary accu-
racy by checking whether the predicted emotion matches the

ground-truth valence, while EA-8cls measures top-1 accu-
racy across the eight discrete emotions. We evaluated model
performance using a diverse set of metrics:

* FVD (Ge et al. 2024) measures the overall visual fidelity.

* CLIP Score (Hessel et al. 2021) quantifies semantic
alignment between text and video.

* SD Score (Liu et al. 2024a) measures consistency be-
tween video and its first frame.

* Temporal Flicker (Huang et al. 2024) captures temporal
instability across frames.

* EA-2cls and EA-8cls measure binary and full-class emo-
tion accuracy.

Table 3 shows that our fine-tuned model WanVideo (after)
has better performance in both tasks over the baseline Wan-
Video (before). In the T2V setting, while general metrics like
FVD and CLIP show comparative performance, the emo-
tion alignment metrics (EA-2cls and EA-8cls) exhibit clear
gains, indicating stronger emotional expression fidelity in
the generated videos. Similar trends are observed in the 12V
scenario, where the fine-tuned model surpasses all competi-
tors, achieving the highest emotion classification accuracy
0of 92.08% (2-class) and 72.92% (8-class).

Qualitative Results

To further assess the effectiveness of fine-tuning pretrained
models on our dataset, we qualitatively compare video out-
puts of the original Wan2.1-12V-480P model and those of
the fine-tuned version. As shown in Figure 6(a), the baseline
model often fails to capture the correct emotional tone—e.g.,
generating neutral or mismatched expressions—whereas the
fine-tuned model exhibits more precise emotional articula-
tion, such as heightened facial expressions, contextual cues,
and mood-consistent motion patterns. These improvements
highlight the value of EmoVid not only as a benchmarking
dataset, but also as a valuable resource for emotion-specific
downstream tasks.

We also utilize the LoRA-trained 12V model to generate
animated stickers conditioned on different characters and
emotions, as illustrated in Figure 6(b). The results demon-
strate that our model is capable of producing vivid emotional
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better emotional alignment. (b) Emotion-conditioned animated sticker generation using the fine-tuned Wan2.1 12V model.

expressions, which can be applied to social media platforms.
In addition, we employ a multi-LoRA approach on the T2V
model, combining our emotion-aware LoRA with other Lo-
RAs that encode character identity or visual style priors, to
generate videos with specific emotional attributes. More re-
sults can be found in the extended version.

Discussion

Through comparative experiments, we validate the effec-
tiveness of the EmoVid benchmark. The quantitative results
demonstrate that models fine-tuned with EmoVid data ex-
hibit superior emotional accuracy, and the qualitative com-
parisons further support this conclusion. Such improvement
mainly comes from cases where the baseline model failed to
express the intended emotion, while the fine-tuned version
captured it more precisely. Importantly, EmoVid is designed
for artistic and creative scenarios where emotional expres-
sion is central. Such contexts include films and operas,
miniseries, and emotionally evocative social media content
such as expressive memes. In these applications, emotional
clarity is often more important than realism or temporal fi-
delity. Our benchmark captures this focus by emphasizing
emotional accuracy as the primary evaluation criterion.
Finally, we anticipate that EmoVid will be useful far be-
yond the scope of model benchmarking. Potential down-
stream applications include emotion-aware avatar genera-
tion, expressive media content synthesis, and controllable
video editing based on emotional cues. As generative mod-

els become increasingly capable, datasets like EmoVid can
help ground their outputs in meaningful human affect.

Conclusion

This paper has introduced EmoVid, the first large-scale
emotion-annotated video dataset tailored specifically for
creative contexts, including animations, movie clips, and an-
imated stickers. EmoVid fills a critical gap by providing
high-quality multimodal annotations—emotion labels, vi-
sual attributes, and textual captions—enabling deeper anal-
ysis of the interplay between visual features, temporal dy-
namics, and emotional perception. Through extensive ex-
periments, we demonstrated EmoVid’s capability in fine-
tuning state-of-the-art generative models, resulting in sig-
nificant improvements in emotional expressiveness for both
T2V and 12V tasks.

By establishing a new benchmark for affective video com-
puting, EmoVid not only advances fundamental research in
emotion-driven video understanding and generation but also
supports practical applications in fields such as animation,
filmmaking, and social media communication. Our work
is based on the assumption that each clip conveys a spe-
cific emotion. However, due to the complex nature of hu-
man emotion, the real-world expressions can be highly de-
tailed and composite. In addition, the audio component of
the dataset can be better leveraged to build a truly unified
video-audio-text multimodal model. We will continue to ex-
plore these directions in our future work.
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